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I. Introduction

Corporations are peddling “artificial intelligence” (AI) as the cure-all tool that can solve big social 

problems and improve our daily lives. Despite a lack of laws regulating AI, our federal and local 

governments are embracing AI without reservation – procuring tools, programs and systems 

without understanding how AI impacts communities or questioning whether they should deploy AI 

in the first place. 

From healthcare to social services to military weapons to migration, AI threatens to automate 

answers to our society’s most important questions, leaving the decision making to a secret 

machine that people know little about, let alone have the power to control. The Department of 

Homeland Security (DHS) has been using AI-like technologies for over a decade. But the hype 

around generative AI, such as the high profile release of ChatGPT, has launched a government 

funding frenzy. This year, Congress appropriated $3 billion across federal agencies to purchase 

and use AI.1 With global private AI investment expected to reach $200 billion, the financial 

incentives for companies and governments to fast-track AI are significant.2 Corporations and 

governments are scrambling to deploy AI tools at a rapid pace, with little concern for the civil and 

human rights consequences. Unfortunately, the AI arms race is outpacing government regulation, 

posing serious threats to millions of immigrants, U.S. communities and beyond. 

AI AI 

AI 
AI 
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When it comes to the federal government, there is perhaps no other sector racing to adopt AI more 

than U.S. migration and defense agencies. The Department of Homeland Security in conjunction 

with corporations has aggressively pushed the idea that AI will make immigration processing more 

efficient, more objective and less biased. Many of the same companies pushing AI hype have won 

lucrative AI contracts with DHS.3 As our research shows, AI tools are now pervasive at DHS – 

agency decision makers use AI to make a range of decisions that impact people’s lives, from 

adjudicating immigration benefits to designating people as “public safety threats” to locating 

individuals for detention and deportation. Just this year, DHS released an AI roadmap, detailing 

how AI will be used in its core missions.4 

 

DHS has released policy language in support of civil rights and privacy and against systemic bias 

and discrimination.5  However, as we explain in Section I.C. of this report, DHS is both side 

stepping its own policy requirements and failing to meet the federal government’s minimum 

requirements for responsible deployment of AI. As such, DHS’s fast-tracking of AI threatens to 

worsen the existing discriminatory practices of the immigration system without our knowledge, 

while also violating civil and privacy rights of millions of immigrants, families, and the larger U.S. 

community.

 

A. Research and Findings 
This report surveys DHS use of artificial intelligence, pulling from years of research into AI tools at 

DHS and new information revealed by the DHS “AI Inventory.” As discussed below, the Biden 

Administration’s AI Executive Order, issued in October 2023, requires DHS to provide the public 

with information about its use of AI. 
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Our research found that DHS has prioritized the use of artificial intelligence at an aggressive pace 

across its sub-agencies, U.S. Citizenship and Immigration Services (USCIS), Immigration and 

Customs Enforcement (ICE) and Customs and Border Protection (CBP), despite the potential 

negative impacts and with almost no input from the public or affected communities. This report 

highlights a number of concerning uses of AI by DHS. While prior research focused on ICE and CBP 

use of technologies for detention and deportation efforts, these findings focus on a new and 

emerging use of AI to automate decision making, particularly at USCIS. Key findings include: 

Additionally, in the Appendix of this report, we highlight three other alarming areas where DHS has 

deployed artificial intelligence: AI for processing data to conduct immigration enforcement, AI for 

powering the deadly digital border wall, and AI for biometric surveillance. 

• USCIS uses AI to help make automated decisions on immigration relief and benefits 

applications. For example, USCIS created “Predicted to Naturalize,” an AI tool that 

recommends decisions on U.S. citizenship applications (also known as naturalization 

applications). Additionally, USCIS created the “Asylum Text Analytics” program, an AI tool 

that automatically queries millions of asylum and withholding applications to determine 

which applications are deemed fraudulent. USCIS is also developing an AI tool to help the 

agency identify and deny immigration benefits to people that it labels fraud, public safety 

or national security threats.  

• ICE uses the “Hurricane Score” and the “Risk Classification Assessment” (RCA), 

seemingly AI-powered tools, that make decisions on whether to release a person from 

detention or determine the terms of their electronic surveillance under ICE’s Intensive 

Supervision Appearance Program (ISAP), the agency’s electronic monitoring program for 

immigrants released from detention.  
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B. So What? A Call for AI 
Accountability at DHS 

 

The implications of DHS using AI to automate its most critical, rights-impacting decisions is vast. AI 

may heavily influence or justify millions of DHS decisions – from whether to deport, detain, and 

separate families, to whether to naturalize someone, or protect someone from persecution or 

torture. The Department of Homeland Security (DHS) has, at some point or another, impacted 46 

million foreign born persons in the United States.6  USCIS processes 8 million applications 

annually, handling everything from work permits to temporary statuses to green cards to 875,000 

naturalization applications.7 The 2.8 million cases in the U.S. immigration courts, called the 

Executive Office for Immigration Courts (EOIR), often require USCIS findings to determine whether 

to order deportation or grant relief.8 In short, family members, workers, students, DACA recipients, 

tourists, people fleeing persecution, and many more have their lives hanging on the decisions of 

USCIS, ICE and CBP. 
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DHS Obligations for Responsible AI 

 

Recently passed law, executive orders, and agency memoranda require that DHS adopt key steps 

around responsible AI within the agency and take the lead in establishing standards across the 

federal government.9 As early as December 2022, Congress required that DHS implement policies 

on AI use and civil rights in accordance with the Advancing American AI Act.10  Subsequently, in 

August 2023, DHS released a memo on the use and acquisition of AI as required by this new law.  It 

included strong language on protecting civil rights and limiting surveillance.11 For example, the 

memo states: 

 

Furthermore, on October 30, 2023, the Biden Administration issued Executive Order 14110, a 

directive for the governance of responsible AI in the federal government.12 And in March 2024, the 

Office of Management and Budget (OMB), a federal agency that provides operations guidance to 

federal agencies, released a binding memorandum to all federal agencies, “Advancing 

Governance, Innovation, and Risk Management for Agency Use of Artificial Intelligence” (herein 

“OMB memo”). This OMB memo provided a detailed and lengthy risk assessment framework for 

“rights-impacting” and “safety-impacting” AI to protect access to critical services, protect 

equitable access to government services, reduce algorithmic bias, and protect civil rights from 

potential AI harms.13 

DHS will not use AI to improperly profile, target or to discriminate against any individual, or 

entity, based on the individual characteristics identified above, as reprisal or solely because of 

exercising their Constitutional rights. DHS will not use AI technology to enable improper 

systemic, indiscriminate, or large-scale monitoring, surveillance or tracking of individuals. 

8



 
 

9 

Taken together, these memos, Executive Order, policies and laws on AI require DHS to:

• Designate a Chief Artificial Intelligence 
Officer (CAIO).14 In the case of DHS, the 
CAIO is the Chief Information Officer Eric 
Hysen. 

• Create a list of AI uses that are “presumed” 
to be “rights-impacting.” This list covers any 
AI tool for immigration processing, 
enforcement and detention, and law 
enforcement technologies like facial 
recognition or GPS tracking.15 

• Regularly monitor products for bias and 
discrimination or complete the required AI 
Impact Assessments (AIA) that will assess 
the technologies’ expected benefits, risks, 
quality and appropriateness of the data, 
and the ways it can impact civil rights and 
privacy.16 

• Publish AI products in a federal “inventory” 
on the agency website.17 

 

• Notify affected individuals when the use of 
AI results in an “adverse decision or action 
that specifically concerns them,” and 
create a process for “redress” if the AI 
decision was in error.18 

• Consult with the public or impacted 
communities before the release of an AI 
product, and release the AI code, model, 
and training data to the extent possible.19 

• Offer a mechanism to “conveniently” opt-
out from the use of AI in favor of a human 
“alternative”, such as, for example, a 
human adjudicator.20 

• Require compliance with obligations by 
December 1, 2024 unless the agency can 
assert an exemption or obtain approval of a 
waiver or extension from the CAIO. If 
compliance is not reached or the CAIO does 
not approve the waiver or extension, then 
the agency must suspend or terminate use 
of a rights-impacting AI tool by December 1, 
2024.21 
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(i) Furthermore, we found that the DHS AI Inventory provides an incomplete list of AI tools that DHS uses or is 
developing. Moreover, from our months of reviewing DHS’ AI website, we observed that DHS adds, deletes, and 
modifies AI programs with no explanation. When one JFL researcher reached out to the DHS CIO office to ask 
why some of the USCIS AI programs were removed from the website in November 2023, the office responded 
by putting the USCIS AI programs back on the website and gave no further explanation. 

Unfortunately, the new requirements allow several loopholes for national security, intelligence and 

law enforcement that may enable agencies to avoid compliance with these rules. Further 

weakening the integrity of these requirements, the CAIO has discretion to waive or exempt any part 

of the rights-impacting risk framework. For example, agencies can request that the CAIO waive an 

“opt-out” requirement if it causes “undue hardship on the agency.” 

 

 

 

C. Recommendations for DHS and 
the Biden Administration 

 

We are highly concerned that there is little stopping immigration agencies from using AI to justify 

expanding detention and deportation targeting Black, Brown and immigrant communities. Despite 

the AI Executive Order and accompanying federal law and policies, our research shows that DHS 

has remained secretive about its use of AI and has not provided information to prove that its use of 

AI will not cause harm to immigrant communities. For example, even with its AI Inventory, DHS has 

provided little information about its AI programs – what data is going in, what results or 

recommendations are going out, how they work, or how DHS identifies or manages errors or 

conducts oversight.(i) In the meantime, DHS continues to purchase and use these powerful 

technologies on immigrant communities and beyond. 
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When it comes to civil rights protections for AI, DHS appears to be giving lip service without taking 

steps to comply with even the most basic requirements to reduce the impact of civil rights abuse 

and discrimination. As the lead agency charged with ensuring all federal government agencies use 

AI in a responsible way, DHS should suspend and cancel its use of any AI tool until it fixes its 

violations and proves it can comply with existing rules. If DHS fails to do so, the Biden 

Administration must step in to enforce its own policies and existing laws. 

 

Recommendations: 
 
1. DHS and its sub-agencies should suspend and cancel the use or development of any 

artificial intelligence technologies used in immigration adjudication or immigration 

enforcement by December 1, 2024. DHS has not complied with its obligations under the AI 

Executive Order, the OMB memo and other applicable laws and policies. Additionally, there is 

no evidence that DHS is complying with its own 2023 memorandum on using and purchasing 

AI.22 If DHS does not fix these violations, the agency must suspend or terminate the AI tools 

discussed in this report by December 1, 2024. See figure 1 below for a summary of key 

violations. 

 

2. DHS Chief Information Officer (CIO) Eric Hysen should enforce the sunsetting of these 

“rights-impacting” AI tools by the required deadline of December 1, 2024 if the agency 

cannot meet compliance. The CIO should not waive or exempt any non-compliant AI tool. 

As referenced above, the DHS CIO has discretion to approve exemptions, waivers and 

extensions at the request of the agency. For example, DHS AI programs can escape oversight if 

the CAIO exempts intelligence and law enforcement-related technologies as “critical agency 

operations.” If the DHS CIO liberally approves waivers, the new AI obligations would be 

effectively meaningless, allowing agencies to avoid scrutiny and deploy harmful technologies 

that do not meet minimum safeguards. 
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3. The Biden Administration must order DHS to cease use of AI in “rights-impacting” cases if 

DHS continues to blatantly violate or waive its AI requirements after December 1, 2024. The 

Biden Administration must step in and order DHS to cease the use of these harmful AI tools if 

blatant failures of accountability persist at the agency. Otherwise, DHS would be left to self-

enforce the AI requirements and rubber stamp its noncompliant AI tools.28 Moreover, it should 

go without saying that DHS should not be using tools that produce discriminatory outcomes. 

Inaction would be glaring evidence that existing Biden Administration policies for responsible 

AI and accompanying laws are ineffective at reigning in government actors like DHS. 

 

 
 

 

  

o DHS has not met basic transparency requirements for AI. The OMB memo requires DHS to complete AI Impact 
Assessments (AIAs) before using any new AI technologies.23 DHS has failed to publish any. Second, the DHS AI 
Inventory, which is required by statute, appears to be incomplete. For example, it fails to disclose long-time AI-
powered technologies referenced in Section III.C and the Appendix of this report. Third, even where the AI tool is 
disclosed, the DHS AI Inventory contains skeletal or inaccurate information about how these technologies 
operate and/or their impact on communities. These findings were echoed by the Government Accountability 
Office which found that the DHS AI Inventory included multiple inaccuracies.24 

o There is no evidence that DHS is monitoring AI programs for real-time errors or civil rights violations, nor is it 
clear how DHS would define an error or violation. Moreover, the agency has not stated how advocates or 
attorneys representing immigrants affected by inaccurate or unjust AI decisions can identify or rectify them. 

o DHS has failed to create a notification and redress process for people when it uses AI in a negative or adverse 
decision, such as denying someone asylum or release from detention. It has also failed to establish a process 
for detecting and fixing when an AI program makes an erroneous or biased decision. These processes must be 
created for anyone impacted by the technology.   

o There is no way to know whether DHS is exempting its AI programs from following the rules for government 
use of AI. DHS has not disclosed how it is waiving or exempting AI programs from the new safeguards, and 
whether it has reported them to OMB.25 

o DHS has consistently failed to consult with impacted communities before creating AI products that can 
massively impact someone’s life – for example, technologies that help decide whether someone remains in 
detention or obtains approval for a visa. DHS is using AI to assess eligibility, viability, or credibility of immigration 
benefit or relief claims, but there is no evidence that DHS followed requirements to “[c]onsult and incorporate 
feedback from affected communities and the public.”26  

o Communities who are subjected to DHS use of AI have no way to opt-out, even if the technology is inaccurate 
or discriminatory. DHS has failed to “provide and maintain a mechanism for individuals to conveniently opt-out 
from the AI functionality in favor of a human alternative.”27 Our research could not locate an opt-out method for 
any of the agency’s rights-impacting AI tools.  

Figure 1. DHS summary of key violations of existing AI policy and law. 
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II. Background:  
Mythbusting Artificial 
Intelligence 

 

This section covers some of the most common myths and concerns about AI. AI programs are 

powerful, but just like the people who create them, they are neither “value neutral” nor 

objective.29 Rather, AI can exacerbate existing discrimination. Moreover, it allows governments 

like DHS to hide their discriminatory policies and bypass due process rights by hiding behind 

flashy technology. As explained below, it is far more difficult for immigrant communities and the 

larger public to know about and challenge automated bias in decision making. 

 

  

The White House defines AI as “a 
machine-based system that can, 
for a given set of human-defined 
objectives, make predictions, 
recommendations, or decisions 
influencing real or virtual 
environments.” 30 In other words, 
people come up with a particular 
goal and then design a program to 
predict or recommend an outcome. 

 

What is AI anyways? 
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AI does not eliminate discrimination; 
it can perpetuate and worsen it. 

A growing number of studies, including studies by the government agency responsible for creating 

standards for AI,31 recognize that AI has in many instances worsened discrimination.32 One reason 

that this happens is because AI tools require a vast amount of data,33 and the data is often biased. 

For example, when Amazon tested an AI tool to screen resumes and recommend applicants to the 

hiring team, the AI used data from the past ten years – data that showed that the majority of 

applicants had been men. Based on this data, the AI tool then recommended men’s resumes more 

often.34 The use of AI tools that are trained with biased data will most impact communities who 

already face discrimination.35 

 

  

 

 

An algorithm is a formula or list of 
rules that a human programmer sets 
out.  This means that an algorithm is 
never a value neutral or objective 
decision maker; it always produces an 
outcome based on the goals and 
decisions of a human. An AI algorithm 
analyzes data in order to produce a 
certain outcome desired by its human 
programmer. 

 

What is an algorithm? 
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Another reason for AI discrimination is the human actors who create the algorithm or generate the 

data that trains the algorithm. Companies and the government can decide what factors and data 

the algorithm considers. Take the example of AI tools for predictive policing or threat assessment 

which are used to "predict" who and where crime will occur in the future. Often, companies create 

these AI tools based on historical crime data which is poisoned by the police’s discriminatory 

targeting of Black and Brown people. Unsurprisingly, such AI tools have generally "predicted" that 

crime will happen in the same Black and Brown neighborhoods that historically experience high 

police presence and discriminatory policing.36 

 

Studies have shown that predictive policing is wildly inaccurate – some tools have a success rate 

of less than half of a percent.37 Why? Because at the end of the day, an AI tool cannot be neutral 

because humans insert their own bias when they code the algorithm or because the data itself 

contains human bias. 

 

As one study puts it, "any...prediction will project the inequalities of the past into the future."38 

Concerningly, migration agencies such as USCIS are developing similar threat assessment tools to 

predict fraud, public safety and national security threats in immigration adjudications, as 

discussed in Section III. 
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Concerns about AI go far beyond data bias and accuracy. As discussed in the previous section, the 

most troubling issue is often how human decision makers use AI to justify a policy or political 

goal.39 In the context of immigration, DHS uses AI to make decisions about asylum, detention and 

deportation, which impact fundamental human rights. There are huge political pressures at DHS to 

restrict asylum, humanitarian relief, and other forms of immigration.40 It is no surprise that most of 

the AI tools in the DHS AI Inventory are created for the purpose of immigration enforcement and 

criminalization. Regardless of how “accurate” the AI program is at recommending detention and 

deportation, in the hands of immigration and policing agencies, the technology furthers a 

fundamentally violent mission of targeting communities for detention and deportation. 

 

 

When we have no idea how an AI machine makes decisions, it is often referred to as a “black box” 

technology.41 Black box is a scientific term that describes a system where one can see the input 

and the outcome, but not understand how or why the technology produces this outcome. AI is 

often a “black box” where its decision making process is unknown to the user and/or affected 

person.42 For example, if an AI tool determines you are a public safety threat, you cannot examine 

the instructions or rationale behind why it made such a decision. 

 

  

DHS’s major goal for AI is to expand detention and deportation. 

 

AI technology is a black box that may mask discrimination and errors. 
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There are two core problems with black box technologies: (1) they allow their human creators to 

hide errors and bias, and 2) they undermine oversight and accountability because they make it 

impossible for the user and the public, such as communities who are directly impacted by these 

technologies, to understand what the government or corporation has programmed the technology 

to do.43 That is, if people do not understand how or even know that a government agency has used 

an AI tool to make a decision, it becomes much more difficult to dispute the decision. Federal 

agencies will increasingly use AI to make decisions – from criminal sentencing and access to loans 

to health care and hiring decisions – making the disclosure of AI decision making critical to 

accountability.44 Yet agencies rarely disclose their AI algorithms to the public, often deferring to 

corporations’ claims that their algorithm is a trade secret. 

 

 

Corporations have exaggerated the power of artificial intelligence as they stand to gain huge profits 

from the sale of products that they can pass off as AI.45 Federal agencies like DHS have touted AI as 

“the most consequential technology of our time.”46 However, it is important to recognize that AI is 

far from “magic”.47 In recent years, AI has come under increasing criticism. Researchers question 

whether it is scientifically possible for AI to make reliable decisions, now or ever.48 For example, AI 

algorithms applied to legal writing have generated fake legal decisions when lawyers try to use 

them in legal briefs.49 AI creators themselves do not seem to understand why or how their 

algorithms produce outcomes.50 This technology remains largely untested, relies on mass 

harvesting people’s personal data, and gives little consideration to human harms.51 

AI is a surveillance marketing tool. 

a black box that may mask 

discrimination and errors. 
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III. Artificial Intelligence for  
DHS Decision Making 

 

Determining an immigrant’s eligibility for an immigration benefit or relief application can be a 

highly complex assessment by DHS officials. It involves DHS making fact-specific findings and 

analyzing multiple eligibility requirements and factors on discretionary relief. Adding an AI tool to 

this complicated adjudication process raises the serious risk of increasing erroneous and biased 

decision making by immigration officials. 

 

Despite these red flags, DHS is plowing ahead with AI tools that automate decision making in the 

following areas: 

• Decisions on eligibility for an immigration benefit or relief. Again, such 

determinations are complex factual and legal inquiries that an AI tool may have a 

hard time getting correct. For example, in the U.S. naturalization application, an AI 

could erroneously calculate the continuous presence requirement for an applicant, 

thereby leading to a denial or delay in their application; 

• Decisions of credibility and fraud. Credibility and fraud determinations are made in 

the majority of immigration applications, particularly in asylum cases or deportation 

proceedings; 

• Decisions on whether someone is a public safety or national security threat. For 

example, USCIS could deny DACA to an eligible person because they were arrested 

for an offense that the AI designates as making them a public safety threat. 
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We highlight a number of the agency’s discriminatory practices here. 
 

First, asylum seekers and other immigrants seeking immigration relief and benefits already face an 

immigration system rooted in anti-Black racism, arbitrary or inaccurate decision making, hostility 

and distrust of immigrants, and language access injustice. For example:  

 

• Anti-Black bias and Islamophobia in asylum applications: there are wide disparities in 

the USCIS asylum system based on country of origin and religion, in which USCIS 

disproportionately denies asylum to Black and Muslim immigrants.52 

• Racial bias and Islamophobia in U.S. citizenship applications: an empirical investigation 

of U.S. citizenship decisions, also known as naturalization decisions, by USCIS from 2014 

to 2018 showed that, controlling for all other factors, USCIS is less likely to grant U.S. 

citizenship to Black, Latinx, and Muslim individuals, demonstrating clear inequality in 

citizenship decision making.53 

DHS’s use of AI in decision making 

processes is highly alarming because of a 

long existing history of discriminatory 

decision making at the agency. There should 

be serious concern that any AI machine that 

USCIS creates could perpetuate and worsen 

existing discrimination. 
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• Racial bias and Islamophobia in USCIS and/or DHS threat assessment: USCIS and the 

larger immigration system disproportionately label Black, Brown, African and Muslim 

communities as national security, fraud, and public safety threats.54 

• Political and geographical bias in asylum decision making: a data science study found 

that asylum relief grant rates in immigration court depended primarily on the political 

climate at the time and on the immigration judge, not on the merits of an individual’s 

case.55 Moreover, asylum grants radically vary based on geography, even though the 

average rate of denial is 70%. For example, asylum denial rates in parts of Texas, Georgia, 

Tennessee and Kentucky are higher than 95%,56 with some judges denying 100% of cases.57 

• Language access injustice: asylum seekers with limited English proficiency already face 

significant barriers to accessing asylum due to inaccessible or inadequate language 

services in the asylum process. For example, USCIS provides asylum seekers with limited 

language and interpretation services in all stages of the asylum process, from applying for 

an appointment to writing an application to conducting an interview.58 In addition, asylum 

officers’ language, cultural or linguistic biases during the asylum application and the 

credible fear determination processes can prevent someone from accessing asylum and 

other humanitarian protections.59 The addition of AI into the process could worsen these 

barriers. 
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Second, recent research on AI bias in other contexts warrant serious caution around USCIS 

deployment of AI, particularly for fraud detection and threat assessment. For example, AI tools 

created to detect fraud or plagiarism in the education context have been proven to have a clear 

bias against non-English speakers, consistently misclassifying non-native English writing 

samples as fraudulent.60 Since a large majority of immigrant applicants are limited English 

proficiency speakers, AI tools deployed to detect fraud in the USCIS context may be vulnerable to 

similar biases, leading to false positive detections of fraud. 

 

Lastly, the immigration system and immigration law is highly complex. There is a chance that data 

tools built on these highly fact-specific data that apply complex legal requirements, case law 

analysis, discretionary findings, and legal judgments could produce erroneous results. Immigrants 

often have an immigration file with USCIS that is thousands of pages long. Take for example 

USCIS’s failed attempt to digitize and categorize its own files. This seemingly basic task at USCIS 

uses an AI tool termed Evidence Classifier to categorize its files in the Electronic Information 

System (ELIS), the agency’s internal case management system for immigration applications. For a 

period of 15 years, USCIS attempted to build ELIS and Evidence Classifier, experiencing multiple 

errors, failures and setbacks.61 Based on this failure and the other examples of data system 

failures at DHS, there should be all the more concern that USCIS AI tools would produce error 

prone results in decision making.62 

 

Despite the capability of such tools to impact millions of immigrants and U.S. families, these AI 

tools virtually operate in secret. USCIS has revealed close to no information about its AI 

algorithms. These AI tools threaten to automate USCIS’s existing biases and inaccuracies at a 

scale never before experienced by immigrants, families, and their communities.  
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A. USCIS uses AI to make decisions 
on naturalization, asylum and 
withholding, and to help classify 
whether someone is a public safety 
or national security threat. 
 
First, shockingly, USCIS already relies on AI to recommend decisions on U.S. naturalization 
applications and other immigration applications. Below are two examples: 

 
• Predicted to Naturalize is an AI machine learning tool that screens naturalization 

applications to make predictions and recommendations on whether someone is 

eligible to naturalize. Naturalization law is incredibly complicated, especially when 

it comes to time eligibility or certain bars to eligibility – for example, whether certain 

conduct triggers the good moral character bar. USCIS provides no information on 

how this AI tool makes determinations around eligibility. As discussed above, 

USCIS has systematically discriminated against Black, Brown, Latinx and Muslim 

people in naturalization adjudications.63 We are concerned about how the AI tool 

could make erroneous determinations and reproduce existing biases. 

 

• I-539 Approval Prediction is an AI machine learning tool that USCIS is developing. 

The goal of the AI tool is to determine whether USCIS should approve an I-539 

application, a visa extension application for students, travel, and H-1Bs. As 

discussed in Section III.B., questions arise as to how USCIS is training this AI 

machine to make determinations as to visa extension eligibility. 
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Second, USCIS uses AI to identify “fraud” in asylum and withholding applications. USCIS’s 

Asylum Text Analytics (ATA) program claims to identify “plagiarism-based fraud” in asylum and 

withholding applications. The technology purportedly scans the narrative text of applications and 

looks for duplicate language repeated across applications. As the DHS AI Inventory explains, the 

Asylum Text Analytics program “employs machine learning and data graphing techniques to 

identify plagiarism-based fraud in applications for asylum status and for the withholding of 

removal by scanning the digitized narrative sections of the associated forms and looking for 

common language patterns.”64 Additionally, USCIS’s Chief Technology Officer has stated that the 

agency’s technologies flag “when applicants’ stories don’t align,”65 indicating that the AI machine 

reviews an applicant’s narrative not only individually, but also compared with other applicants’ 

narratives. As discussed in the next Section, such a detection system that analyzes narrative 

language for fraud could be particularly susceptible to discrimination against limited English 

proficiency speakers, a large majority of asylum applicants. 

 

Third, USCIS is developing an AI tool to detect fraud, public safety, and national security 

threats on a broader scale. The Fraud Detection and National Security (FDNS) Directorate 

operates a case management system termed the “Fraud Detection and National Security – Data 

System NextGen (FDNS-DS NextGen)” which USCIS officers use to screen a wide range of 

immigration applications for people with potential “fraud, public safety, or national security 

concerns.” USCIS may soon introduce AI “predictive modeling” into FDNS-DS NextGen, meaning 

that this AI tool could conduct automated screenings of immigration applications in order to 

generate a “prediction” or recommendation as to whether an applicant is a fraud, public safety, or 

national security threat.66 
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These three examples may only be the start of USCIS using AI tools to automate immigration 

application decision making and threat assessment. Concerningly, USCIS could expand the use of 

AI tools to other types of immigration benefit and relief applications with little oversight or 

accountability. For example, USCIS relies on AI to create large, searchable datasets on applicants, 

their associations, their immigration history, their biometrics, and more, which may be used for 

immigration decisions.68 Additionally, DHS’s recently published roadmap on AI announced that 

USCIS would be using ChatGPT to generate personalized legal training materials to USCIS refugee 

and asylum officers for use in eligibility interviews with immigrants.69 

  

The consequences of USCIS designating an 
immigrant as a fraud, public safety, or 
national security threat are huge. Such a 
determination could result in the denial of 
an otherwise meritorious immigration 
application, and lead to the denial of 
other forms of immigration relief and 
possibly deportation. For some immigrants, 
it can mean a life-time bar from the United 
States. Moreover, immigration fraud is a 
federal offense with up to a 10-year prison 
sentence.67  
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B. USCIS use of AI does not comply 
with federal responsible AI 
obligations, and should be 
suspended or terminated. 
 

USCIS’s AI programs described above, such as Predicted to Naturalize, Asylum Text Analytics, and 

FDNS-DS NextGen, raise a number of critical questions around bias and accuracy, and expose the 

failures of the agency to comply with basic AI obligations under the Biden Administration. Until 

these concerns are addressed and USCIS complies with these requirements, the agency should 

not use these AI tools. 

 

USCIS has failed to provide the following information about its use of AI:  

 

• USCIS has failed to state what data it uses to train AI to identify “threats” or 

“plagiarism-based fraud.” For example, USCIS has not made it clear how its AI would 

distinguish between a normal baseline application and an application that contains a 

“common language pattern” that amounts to fraud.70 

• There is no evidence that USCIS is taking any steps to make sure that the ATA and FDNS-

DS NextGen programs will not produce biased or discriminatory outcomes. For example, 

it is unclear to what extent these programs flag immigrants as fraudulent or as national 

security threats on the basis of past USCIS discrimination targeting countries, regions or 

nationalities as a threat. How will the AI classify people from countries previously flagged 

by USCIS as having a high number of visa violators? Could the agency manipulate the AI 

algorithm to discourage immigration from certain countries due to purported “national 

security” or other impermissible political concerns? 
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• It is unclear how the ATA program addresses language access bias, such as ensuring 

that the AI analyzes narratives from non-native English speakers without bias. As 

mentioned earlier, AI tools created to detect plagiarism or fraud have been proven to be 

discriminatory particularly when used on non-native English speakers, leading decision 

makers to misclassify their written narratives as fraudulent.71 In the immigration 

adjudication process, concerns around bias may be compounded by inadequate access to 

language services and an adjudicator’s lack of cultural context. 

• USCIS does not appear to have any oversight mechanisms to monitor bias, accuracy, 

and impact of its AI machines before and after rollout. It is also unclear when in the 

USCIS adjudicatory process its AI machines are making recommendations or decisions. 

If these machines engage in biased decision making on immigration applications, USCIS 

does not notify affected applicants and there is no process to seek redress against adverse 

AI decisions. 

 

The answers to these questions could have wide ranging implications for how many applications 

are flagged as fraudulent, a public safety, or a national security threat. Unfortunately, USCIS has 

not met basic federal requirements for safeguarding responsible AI, and has not provided any 

answers on these questions. There are no Privacy Impact Assessments (PIA) for a number of the AI 

tools, let alone AI Impact Assessments (AIA).72, 73 Moreover, USCIS does not notify affected 

applicants as to whether these AI tools have been used in negative decisions or allow applicants to 

contest those decisions. There is no way for applicants to opt-out or to choose a human USCIS 

adjudicator that does not use AI in their review of an application. 
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Furthermore, there is serious doubt whether DHS provides sufficient human oversight over the 

decisions of an AI tool after rollout. Yet, even if an USCIS official reviews the decisions of the AI 

tool, that may not be a sufficient check. First, just because someone reviews an AI decision does 

not mean that they would know if that decision by the AI was discriminatory or erroneous. 

Research shows that people are regularly incompetent at judging the quality or accuracy of 

information generated by algorithms, an issue termed “automation bias.” This means that human 

oversight of AI can end up providing a false sense of security against AI harms.74 Second, people 

have their own biases – whether they are aware of them or not –  and they can use AI to justify unfair 

decision-making because the technology appears objective. For example, top-down policy 

priorities and high caseloads at USCIS may create pressure on officials to rely on AI tools to 

produce results, clear case quotas, or meet other policy goals. 

 

Lastly, the lack of a notification mechanism informing an applicant that AI was involved in a 

derogatory determination raises procedural due process concerns because the applicant has no 

opportunity to review, much less challenge, the AI’s decision.75 USCIS is effectively requiring 

migrants to meet a standard on fraud, public safety and national security that is completely 

unknown, and an immigrant’s failure to pass this machine’s test could mean the denial of their 

application and a fraud, public safety or national security threat designation that may have 

additional immigration consequences. 

 

In sum, USCIS falls short of implementing even basic safeguards against AI abuse. These USCIS AI 

programs operate as secret, black box machines. Given all these concerns, USCIS should not be 

able to deploy these AI tools. It is deeply troubling that USCIS has fast-tracked the adoption of AI 

technologies that impact major life-saving measures like asylum without community consultation 

and without disclosing what DHS has done to safeguard affected communities from AI’s harms. 
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i. ICE runs a “Hurricane Score” AI tool for decisions on electronic surveillance. 

The recklessness under which USCIS has rolled out these AI tools is even more shocking when one 

considers the stakes for immigrants seeking immigration relief in the context of escaping violence 

and even death. Adding AI to the asylum and immigration adjudication process to screen and 

evaluate millions of applications could result in massive harm, automating racial bias and 

intensifying adjudication inaccuracies at a far larger scale than any human asylum officer. 

 
 

C. ICE uses AI to automate 
decision making on electronic 
monitoring, detention and 
deportation. 
 

USCIS is not the only agency deploying AI to make critical decisions impacting immigrants and 

their families and communities in the US. Our research found that ICE and CBP also use AI to make 

critical life-impacting decisions about whether to detain or deport someone. 

 

 

 

ICE uses an artificial intelligence tool to inform decisions on an immigrant’s terms of electronic 

monitoring, otherwise known as the Intensive Supervision Appearance (ISAP) program. The ICE 

ISAP program is an electronic monitoring program that subjects nearly 200,000 immigrants and 

families to location surveillance, facial recognition and voice recognition surveillance via GPS 

tracking devices and the SmartLINK cell phone app.76 A FOIA lawsuit filed by Just Futures Law, 

Community Justice Exchange, and Mijente uncovered documents showing how ICE uses a 

predictive algorithm that generates a “Hurricane Score” on a weekly basis to make decisions on 

someone’s conditions of supervision under ISAP. 77 

28



 
 

29 

 

According to limited FOIA records, ICE and its private contractor BI Inc. appear to run an algorithm 

on a weekly basis to predict someone’s likelihood to “abscond,” or not comply with its ISAP 

program. This Hurricane Score is likely used to inform and justify decisions around whether to 

subject someone to escalated forms of electronic monitoring.78 The score is visually displayed in 

BI’s case management system, and ICE receives automated alerts on the individual if and when 

the Hurricane Score changes. 

Figure 2: Documents obtained by Just Futures Law show ICE uses an AI tool to 
make decisions on electronic surveillance conditions for people subjected to 
the ISAP Program.  
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ii. ICE uses the Risk Classification Assessment AI tool to increase immigrant detention. 

Little information is known about ICE’s Hurricane Score AI tool. The DHS AI Inventory does not 

mention this ICE AI tool and there is no Privacy Impact Assessment on it. There is no information on 

what risk factors ICE uses, how the AI analyzes these risk factors to predict a person’s likelihood to 

abscond from ISAP, nor what data the AI machine is trained on.79 ICE could be using this Hurricane 

Score classification system to justify keeping immigrants under high intensity ISAP surveillance, 

increasing their conditions of surveillance, or even re-detaining individuals.80 Indeed, one of the 

major criticisms of the ICE ISAP program is that immigrants are subject to long periods of ISAP 

surveillance and that it is difficult to get ICE or BI officials to release individuals from the program 

even after years of compliance.81 

 

 

ICE uses an AI tool termed the Risk Classification Assessment (RCA) to make decisions on the 

detention of immigrants. First developed by IBM82 and rolled out in 2012, the RCA claims to assess 

an immigrant’s level of “threat to the community” and “risk of flight” in order to make a decision 

about whether or not they should remain detained.83 In its outdated 2012 Privacy Impact 

Assessment for the RCA, DHS stated that the RCA uses factors such as criminal justice 

information, disability status, substance abuse history, immigration history and case status, ties to 

the community, length of time at current address, the number of family members in someone’s 

home, property information, employment and education information to make detention decisions. 

However, ICE has never revealed how the RCA analyzes these factors to produce a 

recommendation on “risk” and detention. In addition, the RCA is not included in the DHS AI 

Inventory. 

Years of research and advocacy have exposed significant bias and politicized manipulation of the 

RCA AI tool. Studies show that over time, ICE has increasingly used the RCA to justify detaining 

migrants at higher and higher rates.84 
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For example, while the RCA initially included the option to recommend release, in 2015 and 2017, 

ICE stopped the algorithm from recommending release for anyone. In 2020, civil rights and civil 

liberties groups sued ICE over its use of the “rigged” RCA, claiming the RCA violated due process 

rights under the Fifth Amendment.85 Practically, the RCA allows ICE to weaponize technology to 

maximize its goal of detaining as many immigrants as possible. It enables immigration officials to 

hide its biased decision making behind an AI tool’s secret algorithm and the technology’s veneer of 

neutrality. 

 

In deploying ICE’s Hurricane Score and Risk Classification Assessment tools, DHS has already 

sidestepped many of its obligations around responsible AI. Neither ICE nor CBP has met bare 

minimum safeguards around AI as required by the AI Executive Order, OMB memo, and 

accompanying law and policy. There are no AI Impact Assessments, no notification process that 

allows a person to know that the system was used, nor redress procedures to fix an error made by 

these systems. There has been no agency outreach to engage the public and affected communities 

around the impact of these AI tools. At this juncture, it is unclear which, if any, of these obligations 

DHS and its sub agencies will follow; we remain deeply concerned over the possibility of further 

civil rights and due process violations by ICE and CBP and how DHS plans to address them. 

 

Particularly given that ICE has manipulated its RCA tool in the past to increase detention, these AI 

tools run the serious risk of intensifying bias and errors in the immigration system, and could be 

weaponized to justify the detention and deportation of millions of affected people. Given the large-

scale abdication of these responsible AI obligations, DHS should suspend the use of these AI tools 

by December 1, 2024 as required under the OMB memo. 
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In sum, DHS has a massive amount of data 
at its disposal to create and train AI 
with little to no accountability. 

Conclusion: The Future of AI 
Means We Need DHS 
Accountability Now 
 
Now more than ever, there is an urgent need for AI accountability mechanisms that do not allow 

DHS to shroud the technology that is at the core of its mission to detain, deport and tear apart 

immigrants, families and communities. 

 

DHS has ambitious plans to swiftly expand AI. For example, USCIS now uses generative AI to 

generate training materials for asylum and refugee officers.86 Corporations are arguing that AI 

translation tools can replace human translators for immigration proceedings despite clear 

indicators that these AI translators may not be able to assess culture or context critical to asylum 

or other immigration applications.87 

 

DHS’s next iteration of AI includes huge investments in an array of sensors – cameras, x-rays, and 

other technologies that surveil and analyze audio, video, social media, and biometric information 

(eye, iris, fingerprint, face, DNA) collected from millions of people who live in or transit through the 

United States.88 At this very moment, electronic wrist shackles that monitor someone’s location, 

like those used by ICE,89 are one of the fastest growing carceral surveillance technologies.90 Even 

robot dogs are beginning to utilize more and more AI.91 
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DHS is not alone. Across the globe, migration agencies are testing AI lie-detection programs on 

migrants and relying on real-time AI biometric eye sensors, even though these AI tools are 

suspected to have significant error rates.92 

 

Although a mountain of evidence exists showing that AI policing technologies worsen 

discrimination against Black, Brown and immigrant communities, AI development at DHS is 

moving at breakneck speed. Despite DHS’s repeated promises to promote “responsible and 

trustworthy AI” and protect civil rights and privacy rights, DHS has ignored basic safeguard 

requirements of the Biden Administration. What has DHS done? It has published an AI roadmap 

that outlines its 2024 plans,93 created multiple task forces composed largely of big tech, big 

corporations and private sector representatives,94 and released an incomplete inventory of AI 

tools. These efforts contain little to no outreach to civil society or affected communities, no 

information about how the agency monitors or evaluates AI for civil rights violations, and no 

mechanisms for notification or redress. It means the winners of the new AI regime are the 

corporations who profit off government contracts, now worth billions, to supercharge 

immigration policing, detention, and deportation. 

 

Particularly when mass detention, mass deportation and family separation of millions are at stake, 

our communities need more than lip service. They deserve action. DHS must terminate, or at the 

very least, suspend the use of these technologies by December 1, 2024. If the status quo on DHS 

AI deployment continues, it is blaring evidence that the Biden Administration’s directives on AI are 

not nearly enough to hold DHS accountable for its use of surveillance technologies that can cause 

and worsen harm to communities. 
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Appendix: Other DHS Artificial 
Intelligence Tools 
 

While this report focuses on AI for automated decision making, our research uncovered other 

alarming areas of DHS deployment of artificial intelligence – AI for processing sensitive and 

personal information about millions of people, AI for the deadly border wall, and AI for biometric 

surveillance. While the immigrant rights movement, journalists, and researchers have worked hard 

to expose a number of these technologies in recent years, these surveillance programs are now 

equipped and powered by artificial intelligence, increasing the power and danger of these 

technologies. 
 

A. DHS uses AI for data processing 
in order to increase deportations 

 

DHS relies on AI to amass, sort, and organize massive databases of information. DHS then uses 

this data for raids, deportations, and other enforcement activities. Below, we highlight a number of 

alarming AI processing tools that ICE and CBP use: 

 

• ICE’s Repository for Analytics in a Virtualized Environment (RAVEn): RAVEn is a $300 million 

program,95 led by contractor Booz Allen Hamilton, which enables ICE to investigate and target 

immigrants by analyzing massive datasets and mapping associations between people.96 RAVEn 

uses AI to correct data, analyze trends, and purportedly identify “criminal patterns” among 

surveillance datasets pulled from social media, biographic data, biometric data, and data on 

hundreds of millions of people culled from DHS databases. It is unclear what information 
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informs the criteria for the AI to determine patterns of criminality within RAVEn. Using AI to 

clean, associate, and process complex data about someone could have real life harms. For 

example, the AI technology might identify someone’s home address among a list of other 

addresses, leading ICE to conduct a raid at a location based on the AI machine’s 

recommendation. We also have concerns as to whether RAVEn’s AI tool accurately draws 

associations, links data sets, and identifies patterns for enforcement targeting. 97 

 

• Giant Oak and Babel X for processing social media surveillance data: CBP and ICE have 

spent millions on Giant Oak Search Technology (GOST), which monitors and analyzes data 

from social media and all over the internet, flagging supposedly “derogatory” content.98 ICE 

and CBP have used these social media tools to inform decisions on immigration applications, 

surveil protests, track journalists and dissidents, and target Muslim communities.99 GOST 

reportedly produces a red light suggesting agencies deny entry, or a green light (“no derogatory 

information unearthed”), for an applicant. Additionally, CBP and ICE have purchased AI-

enabled Babel X, which allows agencies to screen social media posts, driver’s license 

information, social security numbers, location information and more.100  

 

• Predictive automation used by DHS data brokers: ICE has a $22.1 million contract with data 

broker LexisNexis which provides over 11,000 ICE agents access to data analytics tools that 

“automate” decisions about vetting, screening, and targeting people for deportation.101 CBP 

has a $15.9 million contract with LexisNexis for access to troves of highly sensitive personal 

data, including facial recognition information and Babel X social media surveillance data, that 

the agency can use to track people throughout the U.S. and at the border.102 LexisNexis does 

not only provide access to massive quantities of data pulled from thousands of government 

and commercial data sources, it also reportedly provides tools that it claims can analyze data, 

make predictions, and produce assessments about immigrants based on that data. For 
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example, the LexisNexis contract states that the company will help ICE in “identifying 

potentially criminal and fraudulent behavior before crime and fraud can materialize.”103 Once 

again, it is not clear what criteria LexisNexis uses to program the technology, nor how 

criminality or “fraudulent behavior” is defined or interpreted by the technology. 

 

• CBP’s Automated Targeting System (ATS): Customs and Border Protection (CBP) uses the 

Automated Targeting System (ATS) to designate whether someone is a “suspected terrorist” or 

“high risk” in order to decide whether to grant an immigrant’s entry into the US.104 ATS scans 

and cross-references data about an immigrant pulled from a variety of sources: law 

enforcement watch lists, airline records, border crossing data, Department of Motor Vehicle 

records, social media data, facial images, and over 10,000 commercial and government data 

sources sold by data broker LexisNexis.105 Similar to the automated decision making tools at 

USCIS and ICE, ATS is a black box. We do not know what criteria or risk factors CBP uses to 

create and train the ATS tool to predict threats or what ATS deems as “suspect” or “high 

risk.”106 As a result, someone may be subjected to increased inspection, denied boarding a 

plane, denied entry, have their visa revoked or worse based on ATS’s secret decision to assign 

a particular “threat” level to them. 

 

While DHS use of AI for data processing may seem like a benign use case, this data is often 

extracted en masse and analyzed by AI to conduct enforcement – to target, criminalize, or 

separate people from their families. Even without AI, it is extremely alarming that agencies have 

nearly unlimited access to billions of highly personal, sensitive data points about hundreds of 

millions of people.107 AI analysis of these huge datasets expands the detention and deportation 

machine. 
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B. AI is powering the deadly 
border wall 

The digital border wall is made up of surveillance towers, ground sensors, aerial surveillance 

blimps, drones, biometric technologies such as facial recognition, and technologies that track 

people, phones, vehicles and property in real-time.108 All together, these technologies create an 

environment of surveillance, control and death. 

 

The digital border wall pushes migrants to take longer, more dangerous routes to avoid detection – 

leading to more deaths in the desert. Peer-reviewed research has shown that there is “significant 

correlation between the location of border surveillance technology, the routes taken by migrants, 

and the locations of recovered human remains in the southern Arizona desert.”109 According to the 

United Nations, the U.S.-Mexico Border is the deadliest land route for migrants worldwide.110 2022 

was the deadliest year on record for migrants, with the U.S. Border Patrol reporting finding the 

remains of more than 895 migrants who died along the U.S.-Mexico border.111 That being said, 

multiple sources suggest that the U.S. Border Patrol consistently undercounts migrant deaths at 

the border, and community groups have in recent years identified death counts up to four times 

higher than the official government count in certain regions.112,113 
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Our research reveals that artificial intelligence now powers many CBP surveillance technologies 

that form this digital border wall. For example: 

 

• Autonomous Surveillance Towers: DHS’s $6 billion border surveillance tower project 

includes at least 200 towers that use AI, among over 450 total towers.114 The AI-enabled 

towers sold by Anduril Industries carry out constant surveillance and use algorithms to 

detect and track the movement of people up to 1.7 miles away. Media reports suggest that 

CBP has a goal to “maximize” its use of AI to flag people crossing the border without 

authorization in real-time.115 

• AI for Autonomous Situational Awareness is a video technology system with a motion 

sensor that snaps a series of photos as soon as it detects a vehicle and its direction. 

• AI-enabled Matroid technology is used to analyze photo or video content to detect the 

presence of people as part of CBP’s Automated Item of Interest Detection (ICAD) 

technology. Matroid is also used in CBP’s RVSS Legacy Overhauled System Project (INVNT) 

to detect and continuously track people and objects in video streams sourced from 

hundreds of surveillance towers in rural and urban areas along the border. 

• Automated Ground Surveillance Vehicles, also known as robot dogs: In 2022, Ghost 

Robotics contracted with DHS to deploy autonomous robot dogs on a pilot basis at the 

Southern Border.116 The US military has contracted for robotic dog equipment from the 

same company117 and has used a version of the same robot dog, stating that it is equipped 

with an AI-enabled digital imaging system that “can automatically detect and track people, 

drones, or vehicles, reporting potential targets to a remote human operator.”118 While our 

research could not confirm if the robot dogs used by DHS incorporate AI, it is possible that 

DHS will purchase AI-powered robot dogs in the near future, if it has not already. 
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C. DHS uses AI for biometric 
surveillance 

 

DHS increasingly uses AI to conduct biometric surveillance, particularly facial recognition. There is 

growing evidence that facial recognition technology produces biased and inaccurate outcomes. 

For example, a 2019 federal government study found significantly higher false positives when 

facial recognition technology is deployed on Black and Asian individuals compared to white 

males.119 Additionally, there have been a number of high profile cases of facial recognition false 

matches, leading to the wrongful arrest of Black individuals.120 

 

Despite these civil rights and privacy concerns, a number of DHS sub-agencies continue to 

purchase and use AI-powered biometric surveillance: 

 
• CBP subjects asylum seekers and many nonimmigrants to facial recognition via the 

CBPOne app.121 CBP justifies this use of technology as a way to reduce “fraudulent 

activity” and increase order.122 Asylum seekers must download the application and take a 

selfie to access CBP services, such as making an asylum appointment. The application’s AI 

“liveness detection” claims to verify someone’s identity based on their photo. The 

application is reproducing anti-Black bias: CBP has admitted fewer Black asylum seekers 

because the technology is not programmed to recognize dark-skinned people, according to 

nonprofit organizations working with asylum seekers at the U.S.-Mexico border.123 

Additionally, CBP uses the Traveler Verification Service (TVS), AI facial comparison 

technology, to verify the identity of people arriving or departing the U.S.124 
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• ICE buys facial recognition technology sold by controversial company Clearview AI to 

conduct immigration enforcement. Clearview AI is a company that has incurred 

substantive fines and penalties worldwide for non-consensual scraping of facial images.125 

Although Clearview AI engages in actions that violate the OMB memo, DHS continues to 

contract with the company. 

• ICE requires immigrants to submit to facial recognition surveillance as part of their 

conditions of release from immigration detention. Nearly 160,000 immigrants are subject 

to SmartLINK mobile application surveillance under ICE’s Intensive Supervision 

Appearance Program (ISAP).126 This form of ISAP surveillance requires people to submit to 

frequent AI facial recognition in addition to location surveillance and voice verification via a 

mobile application on their phone.127 In addition, ICE recently began tracking people in 

ISAP using the BI VeriWatch, a wrist-worn GPS tracking device that also uses facial 

recognition tech.128 Evidence suggests that there are accuracy and bias issues with the 

facial recognition algorithm used by ICE.129 

 

None of the AI tools raised in this Appendix are in compliance with the responsible AI requirements 

of President Biden’s AI Executive Order or the OMB memo. Many of these AI tools were not even 

disclosed as part of the DHS AI Inventory. No AIA exists on these DHS facial recognition programs 

nor did DHS consult with impacted groups before releasing a face capture and recognition policy in 

2023. This policy states that when facial recognition technologies are used for identity verification, 

they cannot be the “sole basis” for a denial of administrative action or a law enforcement action.130 

However, this DHS policy pertaining to facial recognition still does not comply with the subsequent 

Biden Executive Order or OMB memo. For example, it does not include a mechanism to address 

error, does not require notification of the person who receives an adverse action based in part on 

facial recognition technology, and does not provide an opt-out option for immigrants. 
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